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ExpressEar: Sensing Fine-Grained Facial Expressions with Earables

DHRUV VERMA∗ and SEJAL BHALLA∗, Indraprastha Institute of Information Technology, Delhi, India
DHRUV SAHNAN, Indraprastha Institute of Information Technology, Delhi, India
JAINENDRA SHUKLA, Indraprastha Institute of Information Technology, Delhi, India
AMAN PARNAMI, Indraprastha Institute of Information Technology, Delhi, India

Fig. 1. 30 Facial Action Units (AUs) proposed by Facial Action Coding System (FACS) [29].
For asymmetrical AUs (2: Outer Brow Raiser and 46: Wink), the figure shows a single variant (left or right) only.

Continuous and unobtrusive monitoring of facial expressions holds tremendous potential to enable compelling applications
in a multitude of domains ranging from healthcare and education to interactive systems. Traditional, vision-based facial
expression recognition (FER) methods, however, are vulnerable to external factors like occlusion and lighting, while also
raising privacy concerns coupled with the impractical requirement of positioning the camera in front of the user at all times.
To bridge this gap, we propose ExpressEar, a novel FER system that repurposes commercial earables augmented with inertial
sensors to capture fine-grained facial muscle movements. Following the Facial Action Coding System (FACS), which encodes
every possible expression in terms of constituent facial movements called Action Units (AUs), ExpressEar identifies facial
expressions at the atomic level. We conducted a user study (N=12) to evaluate the performance of our approach and found
that ExpressEar can detect and distinguish between 32 Facial AUs (including 2 variants of asymmetric AUs), with an average
accuracy of 89.9% for any given user. We further quantify the performance across different mobile scenarios in presence of
additional face-related activities. Our results demonstrate ExpressEar’s applicability in the real world and open up research
opportunities to advance its practical adoption.
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1 INTRODUCTION
Facial expressions have long been viewed as indicators of our mental state and emotions [26]. Their ability
to communicate important non-verbal cues about human intent and affect has opened possibilities for a wide
range of applications in affective computing, healthcare, education, entertainment and more. For example,
continuously monitoring facial movements in a classroom environment can give instructors useful feedback
about the engagement level of students [82]. In the context of healthcare, FER allows medical professionals to
timely understand the mental state of children with autism and depression [5, 46]. Beyond the boundaries of
real world, facial expressions have also proven to be useful for virtual (AR/VR) systems that need better ways of
sensing user attention, intent, and context in order to create a more natural and immersive experience for the
user [38]. Moreover, FER systems can enable users for multitasking by providing situational interactive controls
without obstructing their normal course of action. For instance, in critical scenarios like driving, facial expressions
can be used in the form of microinteractions ". . . because they may minimize interruption; that is, they allow for a
tiny burst of interaction with a device so that the user can quickly return to the task at hand." – Ashbrook [13].
Traditional FER methods based on vision-enabled recognition systems require a camera directed towards

the user’s face at all times. Accompanied with privacy concerns, these methods have limited tolerance to
occlusion, position change, camera angle and lighting conditions. Thus, despite being highly accurate, vision-
based approaches limit the continuous and unobtrusive detection of facial expressions. To address these challenges,
alternate sensing techniques like wearable Electroencephalography (EEG) [1, 3], Electrodermal Activity (EDA)
[4, 34], and respiration sensors [2] have been leveraged. However, most of these modalities either fail to capture
fine-grained facial movements or can’t be realised in the form of a practical system due to their uncomfortable
form factor. This posits a clear need for a practical wearable sensing technology, preferably in the form-factor of
a familiar ubiquitous device, that can continuously and unobtrusively monitor fine-grained facial expressions
while preserving the privacy of the user.

Inertial Measurement Unit (IMU)-augmented Earable sensing presents itself as an intriguing alternative due to
multiple reasons. First of all, ears represent an extremely good vantage point to sense facial activity owing to their
anatomical connectivity with the facial muscles. Secondly, earables are discreet, privacy preserving, and already
integrated into our daily lives. In addition to this, the growing adoption of IMUs in modern wireless earbuds opens
up a new avenue for ubiquitous sensing of facial expressions without the need of any hardware modifications. To
this end, we introduce ExpressEar, a novel FER system which exploits off-the-shelf IMU-augmented earables for
sensing fine-grained facial muscle movements. The design of ExpressEar is based on the key observation that
the characteristics of ear-mounted IMU signals are a rich source of information about the distinct movements
associated with facial expressions. ExpressEar’s ability to categorise a broad range of facial expressions allows
us to envision a variety of applications which may involve the voluntary use of facial expressions for gestural
interactions and hands-free control, or monitoring of involuntary facial expressions to infer the emotional state
of a user. Furthermore, since ExpressEar relies on the capabilities of devices that are commercially available, it
can easily be deployed on similar earable platforms merely through a software update, enabling new interactive
experiences for users.
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Instead of designing our own set of facial expressions, we turn our attention to the Facial Action Coding System
(FACS) [29], specifically its constituent facial Action Units (AUs), for implementing ExpressEar. FACS defines
a set of 30 AUs (see Figure 1) which descriptively encodes various facial expressions at the atomic level. For
the purpose of this work, we consider both the left and right variants of AU2 and AU46, leading to a total of 32
distinct facial AUs. We conducted a user study (N=12) to evaluate the performance of our approach in detecting
and distinguishing between the facial AUs as laid down by FACS. The collected data was used to train a Temporal
Convolutional Network (TCN) to classify all the AUs. In a subject dependent setting, our best performing classifier
achieved an average classification accuracy of 89.9% (Max: 94.5%, SD: 3.5). We also investigated the effect of
plurality of sensors and found that ExpressEar was able to classify all the AUs with an average accuracy of 79.6%
(Max: 87.0%, SD: 7.1) when trained on the data collected from the left IMU (using only left earbud) and 79.3%
(Max: 88.7%, SD: 5.7) for right IMU (using only right earbud). This suggests that if required, we can rely on just
one ear-mounted IMU to identify facial expressions with a reasonable confidence.
To inspect the effect on performance in free-living conditions, we evaluated the system under challenging

conditions of noise and user mobility. While ExpressEar was able to differentiate facial AUs from other face-related
movements with an accuracy of 99.2%, we witnessed a slight drop in performance along with a less extensive
coverage of facial AUs for classification in mobile settings. We achieved an average per-user accuracy of 83.85%
(SD: 1.25, Max: 85.61%, Chance: 7.143%) across 14 AUs performed in a moving rapid-transit train and 84.34%
(SD: 0.63, Max: 84.89%, Chance: 25%) across 4 AUs performed while walking. Overall, the experimental results
demonstrate the efficacy of our approach across various testing conditions.

To sum up, the main contributions of this work are:

• We demonstrate the ability of ear-mounted IMU sensors to detect atomic facial expressions, also known as
facial AUs.

• We present ExpressEar, a practical and unobtrusive FER system supported by commodity wireless earbuds
without the need of any hardware modification.

• We conducted a user study with 12 participants to evaluate the performance of our system across 32 distinct
facial AUs, achieving an average per-user accuracy of 89.9%. Our experiments provide insights on subject
variability, plurality of sensors used and suitability of specific facial AUs in different application domains.

• We assess the practical applicability of ExpressEar by conducting additional experiments with three
participants, in the presence of other face-related movements (eating, speaking) and mobile settings
(walking, rapid-transit systems).

• We envision a wide range of applications in context of voluntary and involuntary use of facial expressions,
and further discuss the challenges, opportunities and limitations of our approach for future work.

2 RELATED WORK
In this paper, we evaluate the performance of ExpressEar in continuous FER using IMU-augmented earables.
Therefore, we discuss the related work in three sections: 1) different approaches for FER, 2) advancements in the
field of earable computing, and 3) state-of-the-art learning techniques for IMU-based activity recognition.

2.1 Face-Engaged Activity Recognition
In the vast amount of literature on facial action recognition, camera-based approaches using computer vision
stand out as the most frequent contributor to the field [32, 70]. While this is a natural fit when the user is facing
a computing system that can optimally capture the entire view of his/her face, it suffers from a range of issues
as described in Section 1. A few related efforts have explored the possibilities of placing cameras in custom
eyeglasses [49], VR headsets [38] and earphones [23]. However, the confined field of view, high susceptibility
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to occlusion, ambient light effects and the inherent intrusiveness limit their application for facial sensing. This
led to the increasing exploration of other sensing modalities such as proximity sensors, EMG, pressure sensors,
EOG and audio. Eyeglass-embedded proximity sensors [52] can capture skin deformation by tracking the skin
to sensor distance but in addition to being highly sensitive to the ambient lighting, they too need to point at
the face and have a constrained field of view at close proximity. While EMG [36] and pressure sensor based
methods [71] overcome these limitations, they require the sensor to be attached directly onto the users’ faces
or body, which is intrusive and may interfere with daily activities. Interferi [42], an intriguing on-body gesture
sensing technique using acoustic interferometry, also poses similar challenges with a bulky form factor. EOG
augmented eyeglasses [68] address most of the aforementioned concerns but are incapable of recognizing fine-
grained facial expressions (the cited work could only recognise five distinct facial expressions). Moreover, most
of these sensors still haven’t found their place beyond research prototypes. In contrast, our approach focuses on
IMU-augmented earables due to its highly promising sensor location, a form factor that is blended in our daily
lives, commercial availability and insensitivity to a multitude of factors that adversely affect FER.

2.2 Earable Computing
Earables are in-ear wearables packed with sensors ranging from proximity sensors to heart rate monitors.
These smart earpieces enable a plethora of compelling applications. They have been used to track physiological
state of the user by calculating respiration rate [69]. Utilizing just microphones embedded in earables, Xu et al.
devised Earbuddy [84], a novel system that could detect tapping and sliding gestures near the face and ears. The
earables which host an IMU are capable of activity recognition including step counting [65], stay/walk detection,
classification of speaking, eating, and head shaking episodes [40], drinking or chewing [55], and exercising [43].
Additionally, they enable passive monitoring of certain indicators of emotional state such as the presence of
frown and smile [50] and head movement patterns [66].

In context of facial movements, there are several works using commercially available or custom-built earables
to realise FER systems. CanalSense [10] uses barometers embedded in earphones to design an Outer Ear Interface
(OEI) that recognizes face-related movements. The system responds to changes in the air pressure of the ear
canal to differentiate between 11 facial movements with an accuracy of 87.6%. EarFieldSensing (EarFS) [53] is
another system that customises an earphone to sense electric field changes in the ear canal through various
electrodes. EarFS was able to recognize 5 facial expressions with an accuracy of 90%. Adding to this list, Amesaka
et al. [9] installed a microphone next to the speaker of the earphone to efficiently record in-ear ultrasonic sounds
in response to various facial movements. They reported an accuracy of 90% across 6 different facial expressions.
Shifting attention to mouth-based movements, Taniguchi et al. [79] proposed a tongue movement recognition
method using an infrared LED and a phototransistor. They showed the application of tongue movements as
commands for starting and stopping music in a standard media player. On similar lines, Bedri et al. [17] developed
an OEI to monitor jaw motion using non-contact proximity sensors.

As with the broader literature concerning FER, most of these works implement their own hardware prototypes.
Additionally, the selection of facial movements for recognition is rather arbitrary and limited in number. Closest
to our research is the system proposed by Lee et al. [50], which is the first to demonstrate the capability of
IMU-augmented earables in detecting facial expressions. However, their work is significantly discounted by
the limited number of detectable expressions (only two: smile and frown) which are rather coarse in nature (a
combination of multiple facial AUs). In contrast, we propose the recognition of 32 distinct facial AUs based on the
standard FACS [29]. To the best of our knowledge, ours is the first work to achieve such fine grained expression
recognition by leveraging ear-mounted inertial sensors. In addition to this, our work extensively evaluates the
performance of such a system in multiple scenarios of daily living, testing it further in presence of noisy events.
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2.3 Learning Algorithms for IMU-Based Activity Recognition
Inertial sensors are by far the most commonly used sensors for capturing information related to movement of the
human body, leading to extensive application in human activity recognition (HAR) and behaviour modelling.
Since numerous human activities produce a characteristic pattern when observed in the these signals, it is
trivial for modern pattern recognition and learning algorithms to classify them. The classic approach involves
the extraction of handcrafted features including statistical (mean, variance, cross-correlation, etc), frequency-
domain (spectral power, bandwidth etc.) and time-frequency domain (power-spectral density, wavelets etc.)
features [16, 44]. Machine learning algorithms like Support Vector Machine (SVM) [60, 76], Tree-based algorithms
(e.g.: Random Forest) [48, 51], etc, are then trained using these features, after appropriate dimensionality reduction
procedure. These models perform well in HAR tasks with limited number of classes but lag behind in fine-grained
action recognition. Newer approaches using deep learning methods are state-of-the-art algorithms for activity
recognition. Andrey [41] used convolutional neural networks for real-time activity recognition from accelerometer
data. Karantonis et al. [44] demonstrated the superior performance of a neural network based on convolutional
and recurrent units as compared to traditional machine learning methods. Holmes et al. [39] extended the list
of deep learning based approaches by deploying a deep residual bidirectional-LSTM which outperformed the
state-of-the-art architectures specific to the classification task. Even though Bi-LSTM performed better than
previously existing algorithms, it suffers from a long training time due to its non-parallelizable nature. This issue
was addressed by the introduction of a new architecture called temporal convolutional network (TCN). Its ability
to retain information from distant past as compared to previously existing LSTMs, RNNs and Gated Recurrent
Units (GRUs), with a much simpler structure and better performance is what makes it so promising [15, 57].

This section informs our choice of model for implementing ExpressEar. However, the performance of a model
highly depends on the task that it is modeling. Thus, in the absence of previous literature that uses IMU data to
classify fine-grained facial expressions, we select a few models from the ones mentioned above and perform a
comparative analysis to find the best model that suits our purpose (refer to Section 5.1).

3 EXPRESSEAR
We present ExpressEar, an ear-mounted IMU sensing technique that is capable of identifying fine-grained facial
actions by leveraging the fact that different facial muscle movements produce distinct signal patterns in the IMU
data stream. These subtle but perceptible differences in signal characteristics corresponding to different AUs
can be effectively learned by state-of-the-art learning algorithms. Below, we describe our sensing principle and
system design in detail.

3.1 Sensing Principle
In order to effectively capture the richness and intricacy of facial expressions, behavioral scientists have developed
objective coding standards to model them. The FACS developed by Friesen and Ekman in 1978 [29] is arguably
the most comprehensive and influential of such coding standards. FACS is based on the anatomy of the human
face and encodes expressions in terms of constituent AUs. In total, 46 AUs, including head and eye movements,
are defined in the FACS. Among these, 30 AUs are anatomically related to the contractions of specific facial
muscles: 12 from the upper face, and 18 from the lower face. These AUs represent visually discernible facial
movements and can occur individually or in combination with each other.
Underneath our skin, a large number of muscles allow us to produce a variety of facial configurations.

Conversely, when a user performs a face-related movement, the musculoskeletal system changes, affecting the
shape of the ear canal [19]. As shown in Figure 2a, ear canal is the narrow tunnel between Mastoid and Mandibular
Condyle. Facial AUs like Mouth Stretch (AU 27) or Jaw Drop (AU 26), cause an opening of the mouth which is
triggered by a contraction of the Lateral Pterygoid. This process causes the Mandibular Condyle to slide forward,
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thus altering the shape of the ear canal. Other facial movements like raising one or both eyebrows (AU 1 or 2) are
triggered by muscle groups like Frontalis located on the forehead. However, these movements can also be tapped
because most of the muscle groups are connected to Temporalis, the biggest muscle of the head, which transfers
the movement to the ear canal. Therefore, when the ear canal is fitted with a material object such as a wireless
earbud, the deformation of the ear canal induces a change in the position and orientation of the earbud.

The acceleration and rotation of the earbud show characteristic changes depending on the type and the degree
of movement. To illustrate this, the waveforms of acceleration (as measured by an accelerometer) for all facial
AUs recorded from the IMU placed in the left ear canal are shown in Figure 3. As shown in the figure, the
waveforms differ from each other significantly. We gained additional insights about the richness of the signal by
calculating the signal-to-noise ratio for each AU. Comparing the signal power of each AU by the signal power
of no expression/baseline, we found the average SNR of all AUs to be 7.8 dB (SD: 1.9, Min: 4.9 dB, Max: 12.2
dB). Hence, by using an IMU-augmented earable inserted into the ear canal, facial muscle movements can be
effectively captured. We further employ state-of-the-art learning techniques to learn the distinct patterns in the
signal and predict the performed AU.

(a) Ear canal and its surrounding structure (b) Nokia eSense

Fig. 2. Anatomy of the ear and the earbud’s hardware

3.2 System Design
Our system consists of hardware, which includes a pair of wireless earbuds augmented with IMUs, and software
that employs an algorithm for recognizing facial expressions from the changes in inertial values. Figure 4 illustrates
the overall pipeline of the system, which we describe in detail below.

3.2.1 Hardware. For the purpose of this study, we operate on the eSense platform [6, 45] which consists of a pair
of true wireless earbuds equipped with kinetic and acoustic sensors (see Figure 2b). Nowadays, these features are
available in a range of commercial earbuds from popular brands like Bose, Apple, Amazon, etc. However, while
the Bose SoundSport firmware is open, it lacks an application framework [8], and on the other hand, Apple’s
AirPods, Google’s Pixel Buds or Amazon’s Echo Buds have unofficial frameworks but no access to the IMU data
[7]. eSense, therefore, fills a critical gap by making raw data from the available sensors accessible and offering
complete flexibility in the configuration of its parameters. The left earbud of eSense has a 6-axis IMU with a
triaxial accelerometer and gyroscope, and a dual-mode Bluetooth/Bluetooth low energy, powered by a CSR
processor. To capture multi-stream IMU data from both left and right ear, we take 2 left earbuds and rotate the
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Fig. 3. Raw Accelerometer values (in m/s2) for all AUs recorded from the left IMU. AU2 and AU46 represent AU2L and
AU46L respectively. For ease of comparison, mean-shifted accelerometer values are presented.

earhook of one of them by 180 degrees so that a user can comfortably wear a modified left earbud in their right
ear. Moreover, since it was crucial to ensure that the earbuds stay put in the ear canal, the user was made to
choose suitably-fitting eartips so that the earbuds don’t fall in case of significant movement of facial muscles.
Other hardware specifications of eSense include a 40 mAh battery, a light-weight body weighing 20 grams, and
dimension of 18× 18× 20 mm (including the enclosure) [45]. With a reasonable energy profile, it offers 3 hours of
inertial sensing at 50 Hz allowing continuous recording of multiple sessions without any disruption. We stream
the 6-axis IMU data from both earbuds at a sampling rate of 50 Hz with a 16-bit resolution.

3.2.2 Software. The software of our system mainly consists of our recognition algorithm which is further divided
into continuous extraction and processing of 2-second windows from two IMU data streams (Left and Right IMU),
and a classification algorithm based on temporal convolutional networks to predict the performed action unit.
• Calibration and Preprocessing. Since different users may have different neutral or natural head orientation,

we calibrate the readings for each new user who uses ExpressEar. Once the hardware is set up and the user is
ready with his/her head upright, we record 4 seconds of IMU data (200 samples) from all channels (axes) and take
the sample mean of these values which we call offset. To account for the drift in gyroscope measurements, we
adjust the gyroscope readings of each frame by the calculated offset.

After calibration, a sliding window procedure with a 2s window (chosen experimentally) and a step size of 500
ms is applied to extract frames for final prediction. Although our hardware is equipped with a built-in bandpass
filter, filtering the data further can attenuate residual noise. Thus, to improve the signal-to-noise ratio, we apply
both a low pass filter (cutoff frequency: 10Hz) and a high-pass filter (cutoff frequency: 0.1 Hz) on each axis of the
segmented frame.
• Classification. The processed triaxial accelerometer and gyroscope data from both the IMUs are stacked

together to make a 12-channel window with a length of 100 samples (input size: 100 × 12) which is ready for
classification. As described in Section 2.3, both traditional machine learning algorithms and complex neural
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Fig. 4. ExpressEar’s processing and classification pipeline overview. Our temporal convolutional network (TCN) architecture
comprises several convolutional units (four shown here) and one fully connected layer with sigmoid activation.

networks show exceptional predictive power in a range of HAR tasks. Therefore, we evaluated the performance
of standard ML models like XGBoost and SVM, and compared them with various deep learning techniques like
2D-CNN, Bi-LSTM and TCN as shown in Section 5.1. We found that a dilated TCN produced the best accuracy
for our data, leveraging the superiority of temporal convolutional networks in terms of parallelizability, flexible
receptive field, and most importantly a low number of trainable parameters despite having a deep network of
convolutional layers. In context of TCNs, a network is made up of a series of blocks, each of which contains a
sequence of convolutional layers. In this work, we use a 12-layer (single block) dilated TCN with a receptive
field of 64 samples and a hidden size of 64 units for each layer. The structure of the TCN model is visualised in
Figure 4. Each convolutional layer is followed by a batch normalization layer to ensure better generalization and
a spatial dropout layer with a dropout rate of 0.3 to avoid overfitting. With dilations of 1, 2, 4, 8, 16 and 32, the
number of trainable parameters for our TCN totalled up to 95,328.
The TCN was trained to identify AUs when they occur singly or in combination with each other. To achieve

this, we apply the sigmoid activation, which facilitates multi-label classification, on the final fully connected
layer:

𝑌𝑖 =
1

1 + 𝑒−𝑥𝑖
(1)

where x𝑖 are the original outputs and Y𝑖 are the transformed outputs. In this way, when AUs occur in
combination, multiple output nodes could be activated and the model can simultaneously detect the presence of
different AUs. We build and train the described network with an Adam optimizer (learning rate: 0.01) and binary
cross-entropy loss function to produce the final classification model used by ExpressEar.

4 EVALUATION
We wanted to investigate several important questions related to sensing of facial AUs, described as follows:

(1) Is it feasible to accurately distinguish between a diverse set of facial AUs using ear-mounted IMUs?
(2) How well can modern machine learning or deep learning approaches perform on such a classification task?
(3) How well does the model perform when tested in a user-independent and dependent setting?
(4) Is it possible to detect facial AUs with just a single IMU sensor in either ear?

Therefore, we conducted a study with 12 participants, the details of which are described in the following
subsections.
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(a) Experiment Setup (b) Custom android app for data collection

Fig. 5. Different components of the apparatus

4.1 Participants
Due to the ongoing COVID-19 pandemic, recruiting participants for an in-person study was exceptionally
challenging. Moreover, after discussion with the Institutional Review Board (IRB) in our university, we only
got approval for conducting the study remotely to avoid any risk. Therefore, we conducted the study with 12
participants (4 females), including three co-authors, ranging in age from 19-23 (Mean: 20.8, SD: 0.87). Since the
study had to be conducted remotely, having access to the internet, availability of an android smartphone and
a computer with webcam were set as inclusion criteria while recruiting participants. All of them participated
voluntarily, after informed consent and were compensated with $5.4 for their time. All the participants reported a
normal or corrected-to-normal vision, no prior history of injury in the ear canal or any kind of facial muscle/bone
misalignment.

4.2 Setup
The study was conducted in a closed room at the participant’s residence with a quiet and isolated environment.
A generic setup (as shown in Figure 5a) consisting of a table, chair, laptop, an android smartphone and the Nokia
eSense was used to ensure similarity in environmental conditions across participants. Each participant was
connected to the experimenter via a video teleconferencing service (Google Meet), running on the laptop as a
background process. The laptop (OS: Windows/Mac, Screen Resolution: 720p) was used to present instructional
content for the study. After wearing the wireless earbuds in both ears, the IMU data was streamed (Sampling Rate:
50Hz) via Bluetooth and recorded on the smartphone using a custom-built android app. The android app captured
IMU data (6-axis: accel_x, accel_y, accel_z, gyro_x, gyro_y, gyro_z) from both the earbuds (Left and Right) and also
recorded facial videos (Resolution: 480p, Frames: 30fps) of the participant while performing the expressions. For
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the same, the smartphone was positioned in a way that it could capture a clear view of the participant’s face.
Figure 5b illustrates the android app along with its functionalities.

4.3 Design and Procedure
In order to answer the aforementioned questions, we conducted an extensive within-subject study in which we
recorded 2240 facial AUs (32 facial AUs × 70 repetitions) from each participant. To avoid fatigue, we split the
data collection into seven rounds, where each round included ten repetitions of each facial AU performed in
sequential order. This essentially led to a 7 × 32 factorial design with Round and Facial AU being factors. The
order of 7 rounds and 32 facial AUs were counterbalanced to reduce the ordering effects.

At the beginning of the study, the researcher introduced the protocol and answered participant’s questions, if
any. Then the participant sat down on a chair along with the apparatus (as described in section 4.2). First, the
researcher led each participant through a brief practice session to familiarise him/her with all the facial AUs.
Then, the participants were asked to perform all 32 facial AUs in seven rounds of data collection, with each
round containing ten repetitions per facial AU. An online form and the android app was used to facilitate data
collection. The form presented all the facial AUs one-by-one with a label (e.g. AU 21) and an instruction GIF
animation1 for each of them. The participants were required to imitate the facial expression in the GIF and record
the associated IMU signals (6-axis left and 6-axis right) and facial video using the app (as shown in Figure 5b).
To label the ground truth, the participants were asked to enter the AU label (shown in the Google Form) in the
Android app before starting a recording of that AU. In case of inability to perform specific facial AUs precisely, the
participants had the option of skipping and reporting those facial AUs. For ease of segmentation, the participants
were instructed to perform the facial AU only when they heard beeps from the app. In each recording, there were
ten beeps (one for each repetition) which were scheduled at intervals of 3 seconds and acted as markers. After
the end of each round, a 5-minute break was given, wherein the participants were asked to remove the earbuds
and then put them back into their ears, allowing any possible variations in earbud positioning. Eventually, it took
approximately 230 minutes (excluding breaks) per user to complete the study.

As mentioned earlier, the study was conducted remotely, and under the supervision of one of the researchers
using video conferencing. Supervision was required for monitoring the precision of imitating the facial AUs and
real-time support for troubleshooting. Since we wanted the participants to perform the shown AU in a natural
and intuitive manner, we didn’t control the intensity with which they performed it. This made our approach
robust to varied intensity levels that could be observed across different rounds. While monitoring the participants,
we tried to minimise the observer bias (Hawthorne effect) by running the video call as a background process so
that they do not feel the presence of the experimenter.

4.4 Dataset and Annotation
After completing the study with all participants, three researchers examined the collected data (facial videos and
IMU data) for any inconsistency in facial AUs performed or recording failure. They inspected facial videos to
verify the ground truth and mark the start and end points of each facial AU to identify an appropriate window
length for segmenting the IMU data. After analysis, the window-length was fixed to 2 seconds, resulting in
clipping of 2 second-long segments from each recording, with their start marked by beeps. The data collection
app allowed the users to enter facial AU number for each recording, which was used to label the clipped segments.
In total, we accumulated an average of 2100 labelled segments per participant which sums up to 25200 segments
(for 12 participants). Out of all, nearly 5% segments were discarded due to errors (imprecise facial AU or recording
failures), leaving us with ≈ 24000 segments. In addition to this, we included time shifted windows (±200ms and
±400ms) of these labelled segments for augmenting our dataset, resulting in a total of 120K labelled segments.

1Source: https://imotions.com/blog/facial-action-coding-system/
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5 RESULTS
We applied learning-based predictive analysis on the collected data to support our investigation of the research
questions. In this section, we describe the analysis methods adopted and report the results in different testing
scenarios.

5.1 Model Selection
To assess whether ear-mounted IMUs provide sufficient information to distinguish between a diverse set of facial
AUs, we trained various machine learning and deep learning models on our dataset. Before training, we filtered
the dataset in the same way as described in the section 3.2.2.
For machine learning approaches, we featurised the filtered data into time domain (mean, root-mean-square,

zero-crossings, etc.), frequency domain (spectral power, entropy, DC component etc.) and time-frequency domain
(wavelet coefficients) features for each axis [78]. In total, we computed 71 features per axis resulting in a feature
vector of 852 dimensions (71 features/axis × 6 axis/IMU × 2 IMU). We further applied a Gini-importance based
feature selection to reduce the vector size to the most important 150 features. Using these features, we trained
a SVM (C: 10, Gamma: 0.1, Kernel: RBF) and a XGBoost (Num Trees: 100) classifier (one-vs-rest). We used the
sklearn [61] and xgboost [22] implementation of these models in python.

For deep learning approaches, we first stacked the filtered data from both IMUs to form a 12-dimension signal.
Then, we rearranged this data according to the input size of the network used (refer Table 1). Since IMU data
is multi-dimensional and inherently sequential in nature, we tried our hands on a wide range of architectures:
CNN [74], Bi-LSTM (2 layers, Units: [64, 128]) [14] and TCN (Units: 64, Dilations: [1,2,4,8,16,32]) [15]. All these
models were trained from scratch with Adam optimizer (Learning Rate: 0.01) coupled with learning rate decay
(whenever the validation loss plateaued) of 0.1 and Sigmoid layer as a classifier with Binary Crossentropy as loss
function. We used Keras [24, 67] and Python to implement and train these models.
We followed a 5-fold cross validation scheme to evaluate the models (96K train, 24K test instances). While

creating the train-test split, we made sure that all the corresponding time-shifted segments (refer section 4.4)
belong to the same set (train or test) as their central (non-shifted) segment. This was done to prevent any leakage
of information. Table 1 provides the classification performance of all the models along with their input dimensions
and the number of trainable parameters (wherever applicable). TCN, with its robust capability to model sequential
data outperformed the rest with an average classification accuracy of 90.2% (SD: 0.82). Therefore, we chose TCN
for implementing ExpressEar and consequently for further testing. Figure 6 presents the confusion matrix for
TCN’s performance across all 32 facial AUs. AU1: Inner Brow Raiser had the highest accuracy (98.1%), followed by
AU2L: Outer Brow Raiser-Left (97.4%) and AU9: Nose Wrinkler (95.2%). AU42: Slit had the lowest accuracy (84.9%),
which may be explained by the relatively subtle nature of the expression (see Figure 1). Overall, all the models
performed well above chance (3.125%), which seems quite promising for a fine-grained FER system.

Table 1. Cross-validation results of different models across 32 facial AUs, along with input size and trainable parameters

Model Input Size Trainable Parameters Accuracy (Mean ± SD)

XGBoost 𝑁 × 150 - 82.3 ± 2.3
SVM 𝑁 × 150 - 64.5 ± 4.5

Bi-LSTM 𝑁 × 100 × 12 450,952 85.6 ± 3.4
2D CNN 𝑁 × 100 × 12 × 1 6,816,292 88.4 ± 1.8
TCN 𝑁 × 100 × 12 95,328 90.2 ± 0.8
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Fig. 6. Confusion matrix for the best model (TCN) on the best fold.

5.2 Leave-One-User-Out Results
We wanted to investigate the performance of our best model across users. Essentially, we wanted to test whether
the selected model could work for new users. For the same, we conducted a leave-one-user-out evaluation using
the data of one participant as test set and data from remaining participants as train set (110K train, 10K test
instances). We repeated this procedure for all participants and then averaged the accuracy results. The mean
leave-one-user-out accuracy was 42.1% (SD: 7.3) for our model, which is still well above chance (3.125%) for a 32
class classification. However, we observed a significant drop in accuracy compared to the previous result (90.2%).
We speculate two main reasons for this drop: (1) Users may perform facial expressions in unique ways, and/or (2)
users’ unique facial structure can produce inertial movements in slightly different ways in response to a given
facial AU. This motivated us to shift to a user-dependent analysis.

5.3 Per-User Results
In order to perform user-dependent analysis, we trained per-user classifiers for each participant. We trained the
model using a single participant’s data and performed a 5-fold cross validation using the same participant’s data
(8K train, 2K test instances). Across all participants and 32 facial AUs, we achieved a mean per-user accuracy of
89.9% (SD: 3.5, Max: 94.5%, Chance: 3.125%). It should be noted that we used data from both the IMUs (L+R) to
train these models. Figure 7 shows the cross-validation accuracy for each per-user classifier.

5.3.1 Effect of Plurality of Sensors. As described in section 3.2.1, only the left earbud hosts the IMU sensor in
eSense. Although we made suitable changes to support our exploration, we were intrigued to test fine-grained
FER using a single IMU in either ear. For the same, we trained per user models similar to the previous experiment,
using data for only one IMU at a time (6-axis data). The average per-user accuracy across all subjects was 79.6%
(SD: 7.1, Max: 87.0%) and 79.3% (SD: 5.7, Max: 88.7%) for left (L) and right (R) respectively. As shown in Figure 7,
there were significant differences (≈10%) between using both IMUs (i.e., L+R) and using a single IMU (i.e., L or
R). We also validated the statistical significance of our result with a Friedman test (L and L+R: 𝑝 = 10−5 < 0.05,
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R and L+R: 𝑝 = 3 × 10−6 < 0.05). As anticipated, the opposite asymmetrical AUs: AU2R and AU46R (for left
earbud), AU2L and AU46L (for right earbud) had the lowest classification accuracies of 60.1%, 54.5%, 62.7% and
57.2% respectively. These results verify that asymmetrical AUs produce asymmetrical facial movements, thus
explaining why Lee et al. [50] could not observe a clear impulse response for AU2 (default: AU2R) in the inertial
signals captured from left earbud. Nevertheless, a single IMU-augmented earbud can also be reliably leveraged
for recognizing most of the facial AUs (excluding the asymmetrical ones) with a decent accuracy.

Fig. 7. Per-user Accuracy of all subjects across 3 IMU positions: mounted in left ear, right ear and both ears.
The error bar indicates the variation across different folds.

6 BETTER ESTIMATING REAL WORLD ACCURACY
Although the aforementioned average of 89.9% per-user accuracy follows a standard evaluation procedure,
it depicts the performance in a controlled laboratory environment. The absence of significant macroscopic
movements of the jaw, head and the entire body allows the ear-mounted IMU sensors to capture the subtlest of
facial expressions. However, in real-world scenarios, ExpressEar is likely to encounter “unknown” facial-related
movements (e.g. movement of jaw caused by eating) and other motion artifacts (e.g. head movements caused by
ambulation). Consequently, the absence of an unknown class might lead to undesirable false positives, whereas
strong motion artifacts might suppress an expression altogether, again derailing the system’s performance in
real-world settings. Thus, we conduct two additional experiments to estimate our system’s performance under
challenging conditions of noise and user mobility. The objective, procedure and results of the two experiments
are described in the following sections.

6.1 Distinction from "Unknown" Face-Related Movements
As described in Section 3.1, ExpressEar senses the change in position and orientation of an ear-mounted IMU in
response to a characteristic ear canal deformation, arising from the movements of jaw, lips, nose, eyes, eyebrows
and head. Apart from facial expressions, face-related movements mainly consist of mouth motions like speaking
and chewing, and head motions. Ideally, our system should be able to reject these movements as noise or classify
them as “unknown” and trigger the facial AU classifier only when the possibility of noise is eliminated. In line
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with this idea, we conceptualise the recognition module of ExpressEar as a hierarchical classifier, wherein it first
distinguishes between the presence and absence of facial AUs, followed by inter-AU classification conditioned
on the presence of facial AUs. Since we have already evaluated the classification results across 32 AUs under
different testing conditions, we now assess the discriminability of the complete set of facial AUs from the absence
of any expression (which we call baseline) and other face-related movements.

6.1.1 Data Collection. To investigate the feasibility of noise detection, we recorded data for three classes, namely
eating (chips), speaking and no action (baseline), from 3 participants. Instead of sampling at discrete time intervals,
these activities were continuously segmented using a sliding window procedure (window size: 2s, step size: 100ms)
over the entire duration of a data collection round. Hence, we collected a total of 8700 data samples (3 activities ×
5 rounds/activity × 580 instances/round) from each participant, recorded across 5 rounds of 1 minute each. We
used the same setup and apparatus as described in Section 4.2 and provided the participants with a bowl of chips
for eating and an essay to read out loud for speaking. The participants were not restricted from moving their
upper body or head while performing the instructed activities in an attempt to simulate a real-life situation.

6.1.2 Results. As identified through multiple experiments in Section 5, ExpressEar achieves the best results with
a TCN trained on multi-sensor (Left and Right IMU), per-user data. Thus, we trained per-user binary classifiers
after labeling each of the additional classes (eating, speaking, none) as unknown and all facial AUs as AU. The
model was evaluated using a 5-fold cross-validation scheme, resulting in 15K train and 3.74K test instances per
fold. Across all participants, we obtained an average per-user accuracy of 99.2% (SD: 0.56, Max: 100%). The almost
perfect result is unsurprising since there is a considerable difference in both the signal patterns and intensity
(measured by SNR) of the two sets of classes. The mean SNR of the unknown class samples belonging to eating
and speaking activities is 12 dB, which is 1.5 times the average SNR of AU samples (7.8 dB). On the other hand,
the SNR of baseline samples is centered around 0 dB.

6.2 Impact of Body Motion
So far, we have studied the signal characteristics of ear canal deformations caused by various face-related
movements. However, ear-mounted IMUs are susceptible to motion artifacts arising from other body motions
of the user as well. While most of the arbitrary limb motions are naturally filtered out due to the placement
of the IMU, whole-body motions comprising both passive movement in a vehicle or active locomotion, exert
accelerative forces on the entire body and consequently, the worn sensor. These forces introduce significant noise
in the inertial signals that is capable of altering, and sometimes even suppressing, the response of an expression.
Thus, as representatives of passive and active motion classes, we evaluated the system’s performance when
subjected to a moving rapid transit system (Metro train in our city) and ambulation, respectively.

6.2.1 Data Collection. We collected a new dataset of all facial AUs performed by three participants in two
scenarios: walking and traveling in a metro train. In order to maintain a stable, obstacle-free setup which doesn’t
distract the participant from the main task, we instructed the participants to walk on a treadmill operating at
a speed of 4 km/hr for the first scenario. We also replaced the laptop shown in Fig 5a with a more portable
smartphone which is held in the user’s hand while traveling in a metro and placed against the display of the
treadmill while walking on it. With an additional exception of omitting video conferencing since the participants
were the researchers themselves, we follow the same procedure to record the data as mentioned in Section 4.3.
The segmentation and ground truth labeling of the data windows was also carried out in a similar way by using
beep markers in our Android app and a text field for the AU in our Google Form that is filled by the participant
before recording an expression. In this manner, we were able to accumulate 3200 facial AU instances (2 scenarios
× 32 AUs × 5 rounds × 10 instances/round). Each round of data collection was accompanied by a 1 minute
baseline collection for both the scenarios. The baseline data, which refers to no expression performed while
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walking or traveling in a metro, was segmented using a sliding window of 2s with a step size of 100ms, leading to
a total of ≈11,800 (2 scenarios × 5 rounds × 1180 instances/round) per participant. For AU instances, we also
include the time-shifted instances (±200ms, ±400ms) for classification, resulting in a total of 16K AU instances
per participant.

(a) Walking (b) Moving metro

Fig. 8. Average SNR for each AU performed in two different types of motion conditions. Only the AUs which had an SNR
greater than 0 dB are displayed.

6.2.2 AU Selection. As described above, whole-body motions tend to make the ear-mounted inertial sensors
insensitive to certain facial expressions which were effectively characterised by discriminable signal responses in
a stationary setting. Thus, we determined the optimal set of potentially classifiable facial action units, for both
walking and moving metro, in accordance with the signal-to-noise ratios (SNR) of the facial AUs. For calculating
the SNR, we consider the baseline data in both cases to be the noise signal. The rationale for filtering out a set of
AUs is to maximize the system’s performance under varying conditions of user mobility. If the signal power of
an expression does not even exceed, or is comparable to, the baseline (noise) signal’s power, it is unlikely for that
signal to be discernible by any learning algorithm.
We calculated each sample’s SNR, averaged across all the 12 channels, and prepared a set of AUs for each

scenario (walking and moving metro) based on the SNR threshold values, which were set to 3 dB and 4.5 dB for
walking and metro respectively. These threshold values were computed by scaling the maximum baseline SNR
(ratio of maximum baseline power to average baseline power) by a factor of 3. We also show the effect of the SNR
threshold and number of selected classes on the average accuracy of the system, in Figure 9. It should be noted
that each sample was compared to its corresponding baseline, i.e it was ensured that both the signal and noise
belonged to the same participant and was collected in the same scenario (walking or moving metro). As shown in
Figure 8, 14 AUs cross the SNR threshold for moving metro and just 4 AUs for walking. Although the number of
AUs selected for walking is quite low, it is still an extension over prior work [50] where they distinguish between

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 5, No. 3, Article 129. Publication date: September 2021.



129:16 • Verma and Bhalla, et al.

two AUs in ambulatory conditions. We use these sets of AUs for final classification and report the performance
of our system in the following section.

(a) Walking (b) Moving metro

Fig. 9. Average per-user accuracy vs the SNR threshold (to select the AUs) for each motion condition.

6.2.3 Results. We evaluated our system on detection and classification of facial AUs for both scenarios of user
mobility. We trained individual classifiers for each scenario.

For AU detection, all the AUs which qualified (were greater than) the SNR threshold were labelled as class AU,
and the remaining ones along with the baseline formed the unknown class. We believe that a low SNR indicates
inconsistency or absence of a distinct signal pattern for an AU and therefore must be considered as unknown. On
training per-user TCNs with 5-fold cross-validation, we achieved an average accuracy of 99.21% (SD: 0.02, Max:
99.48%) and 99.86% (SD: 0.04, Max: 99.92%) across 2 classes (AU and unknown) for walking and metro, respectively.
Further, for inter-AU classification, we trained per-user TCNs on the selected set of AUs. With the same training
parameters as before, it yielded an accuracy of 83.85% (14 classes; SD: 1.25, Max: 85.61%, Chance: 7.143%) for
metro and 84.34% (4 classes; SD: 0.63, Max: 84.89%, Chance: 25%) for walking.

7 APPLICATIONS
Facial expressions occupy a central role in human social interaction. They are natural, intuitive, diverse and
contextual, which make them critical to human behaviour as well. Because they are so deeply embedded in our
daily lives, continuous monitoring of fine-grained facial expressions enable a wide range of applications that have
been well motivated in previous research. We believe our work points towards a more discreet way of bringing
these use cases closer to feasibility, that too with a commercially available wearable.
Human beings may perform facial expressions involuntarily (e.g., a piece of good news induces a smile) or

voluntarily (e.g., purposeful use of ‘eyebrow flash’ to greet others). While monitoring the former could yield
information about the user’s affect and behaviour [31], the latter could be seen as an opportunity to create a
novel input space leveraging these expressions for intuitive human-computer interaction [53]. Therefore, we
segregate the potential applications of ExpressEar broadly based on the two categories mentioned above and
briefly discuss them in the following subsections.

7.1 Monitoring Involuntary Facial Expressions
Involuntary facial expressions are believed to be innate in that they reflect the natural response and behaviour of
a user. The ability of ExpressEar to continuously monitor these expressions presents interesting applications
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ranging from mirroring the expressions of a user on a virtual avatar to building intelligent agents that map
expressions to emotions and respond accordingly.

7.1.1 Application Scenarios. We envision three different application scenarios demonstrating the use of monitor-
ing involuntary facial expressions.

(1) Facial Expressions in Virtual Reality: Virtual social environments (e.g. collaborative VR games) can often
lead to an inanimate experience due to the lack of liveliness in characters. In such a scenario, having real-time
facial expressions mirrored on avatars can lead to personalised and more immersive social experiences.
However, traditional camera-based FER systems suffer from occlusion due to head-mounted displays (HMD),
and occlusion-invariant sensing mechanisms like eye-tracking (inside-HMD) [38] and facial EMG [56] fail
to capture fine-grained facial expressions. With FACS being the “gold-standard” in facial graphics and
animation [73], ExpressEar could suitably fill this void to perform FACS-based expression recognition for
enhancing virtual social experiences.

eSense

(a) Facial expressions for virtual reality.
User’s expressions are monitored in real-time and imitated

by a character in virtual environment leading to
personalised and more immersive experiences.

(b) Low-bandwidth video conferencing using ExpressEar.
(1) User’s facial expressions are encoded into AUs,

(2) the encoded information is transmitted to a decoder, and
(3) the decoder reconstructs the facial expressions onto a

virtual avatar.

Fig. 10. Application illustrations: involuntary facial motions

(2) Low-Bandwidth and Hands-Free Video Conferencing:With a global pandemic in place, whether it is to
attend work meetings from home or to remain connected to near and dear ones, video conferencing tech-
nologies have impacted our lives deeply. Despite the rapid growth of internet communication technologies,
there are still numerous places on earth where high-bandwidth internet is out of reach2. To realise very-low
bandwidth video conferencing, a system could be designed in a way that it encodes the facial expression
information at the transmitting side (using models like FACS), transmit the encoded face, and reconstruct the
face on the receiving side (as described in Figure 10b). In contrast to the real-time transmission of pixel-based
image frames, such a technique would consume significantly lower resources while delivering a near-to-
similar experience. With the current capabilities of ExpressEar such a system could be implemented easily.

2https://www.fastmetrics.com/internet-connection-speed-by-country.php
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(3) Emotional Awareness for Intelligent Agents: Numerous previous researches [28, 31] have tried to estab-
lish a stable relationship between the different emotional states and the FACS. For example, happiness could
be detected from the combined presence of AU6 (Cheek Raiser) and AU12 (Lip Corner Puller). Monitoring
emotional state could lead to a better understanding of the needs and expectations of a user. For instance,
detecting sadness on the playback of a song could enable the music player to suggest a mood-lifting song,
or monitoring user’s frowning/surprised reaction to an intelligent assistant’s (like Siri, Alexa) unexpected
response could facilitate timely interruption of the assistant to initiate the correct response [85]. With the help
of ExpressEar, all of this is even closer to feasibility without compromising robustness, comfort and privacy.

7.2 Voluntary Use of Facial Expressions
Humans have an exceptional capability of representing a diverse set of expressions through their face. Leveraging
this capability, previous research [10, 53] has very well motivated the use of facial expressions as an input for
enabling hands-free and eyes-free human-computer interaction. However, not all humans have the ability to
perform certain facial expressions with the same level of control. These expressions may also differ in terms of
their frequency of use in daily lives. Moreover, since they are quite closely related to social interaction, there may
also be a distinction between expressions which could be performed in public or private. All these are important
considerations to be taken into account while designing interactions. Intrigued by this, we conducted a short
survey, described in the following subsection.

7.2.1 Survey: Facial expressions for input and interaction. We conducted a survey (N=18, 6 females, mean age:
20.8) to gauge user perception of the facial AUs based on the following factors:

• Ability: “I am able to perform the facial AU”
• Ease: “I can easily perform the facial AU with precision.”
• Social Acceptability: “It is acceptable to perform the facial AU in public without social concern”
• Fatigue: “The facial AU makes me tired.”
• Frequency: “I perform the facial AU often in my daily life.”

Ability was a binary question (“yes” or “no”) conditioned on which (“yes”) the participants were allowed to
answer further questions for a particular AU. For the other factors, participants rated each AU on a 5-point Likert
scale (1: strongly disagree to 5: strongly agree). The order of presenting facial AUs was randomised for each
participant to avoid any bias. It took approximately 20 minutes per participant to complete the survey

For analysing the survey responses, we first encoded the ordinal responses into numbers, for Ability (“yes”: 1,
“no”: 0) and for others (“strongly disagree”: 0, “disagree”: 1, “can’t say”: 2, “agree”: 3, “strongly agree”: 4). Then we
totalled the encoded ratings per factor for each AU. For every AU, we normalised the total (per factor) by the
number of participants which were able to perform that AU. This was done for all factors except Ability. The
overall mean ratings for ability across all facial AUs was above 16 (SD: 2.16, Max:18), indicating that a majority
of facial AUs were considered ‘able to perform’ by atleast 88% of the participants. As speculated, AU2R and AU2L
(Outer Brow Raiser - Right/Left) were rated lowest with a score of 9/18 and 12/18 respectively. In terms of ease,
the average ratings across all AUs was above 3 (“Agree”, SD: 0.33, Max: 4), which means that on an average,
participants found it easy to perform most of the facial AUs, barring a few like AU6 (Cheek Raiser) and AU20 (Lip
Stretcher). Talking about social acceptance, fatigue and frequency, all three of them were rated above 2 (“Can’t
Say”, SD-Social Acceptance: 0.43, SD-Fatigue: 0.36, SD-Frequency: 0.64, Max: 4). This essentially means that most
expressions were neither excessively tiring nor inappropriate to perform in social settings. The higher standard
deviation value of frequency indicates a high variation among participant responses in terms of the use of AUs in
their daily lives.
Finally, to rank these facial AUs according to their appropriateness for use as gestures, we computed a

cumulative score for each AU based on the factors mentioned above. To calculate the cumulative score, we first
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scaled all the ratings from 0-1. Then, we eliminated the bottom three AUs from each factor individually to remove
extremely poor performing AUs. Finally, we combined all the factors (by taking their product) to yield a single
score. It should be noted that before computing the cumulative score, we inverted the fatigue (gesture should
not be tiring) and frequency scores (frequent AUs could lead to false positives viz. the system may confuse a
frequent facial expression performed naturally, e.g. blink, with a gesture). Figure 11 shows the cumulative ratings
for all the AUs, sorted in ascending order. The cumulative score weighs each factor equally and tries to optimise
between them.

Fig. 11. Cumulative scores of facial AUs based on their ability to perform, ease, social acceptability, fatigue and frequency.
AUs (2L, 2R, 6, 9, 10, 12, 13, 20, 25, 26, 43, 45) were discarded in filtering.

After discarding the less favourably rated AUs across different factors, most of the higher rated AUs, as shown
in Figure 11, are simple expressions that are socially acceptable and hardly occur as a natural response to daily
life situations. This analysis has useful implications for the design of facial expressions-based interactions. By
taking various factors of user perception into account, the cumulative score indicates the suitability of an AU
to act as a gesture or micro-interaction. We exemplify one such use-case of the same through an application
illustrated in the following section.

7.2.2 Application Scenarios. We illustrate three distinct application scenarios leveraging voluntary control of
facial expressions.

(1) Subtle Gestures and Peripheral Microinteractions: ExpressEar provides a hands-free and eyes-free in-
terface to facilitate microinteractions in scenarios where interruptions may not be desirable. For instance, in
an office meeting, it is suitable for the users to issue quick commands for rejecting a call or turning off the
notifications. Such a system can be enabled by mapping the required action to the detection of a predefined
AU. Similarly, the facial expressions can also be used as subtle gestures to switch between songs on a media
player or scroll back and forth on a content reader. Informed by the survey results in Section 7.2.1, we show an
illustration of the media player application which uses three of the top 10 AUs for interaction (see Figure 12a).
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(a) Use of facial expressions as subtle gestures.
User’s facial expressions are used as a medium to interact
with the music application. Commands: left wink, right wink
and upper lid raiser corresponds to previous song, next song

and play/pause respectively.

(b) Automatic emoji input.
Instead of the conventional way of choosing emoji from the
keyboard, the illustration reflects the use of ExpressEar to

enable emoji input with just an imitation of facial
expression.

Fig. 12. Application illustrations: voluntary facial expressions

(2) Assistive Human-Machine Interaction for Physically Impaired: Every year, quadriplegia (paralysis of
all four limbs), neurodegenerative diseases like amyotrophic lateral sclerosis (ALS) and trauma puts several
people into conditions which inhibit them from controlling joy-stick based wheelchairs [11, 12]. In such
scenarios, ExpressEar could be utilised as an assistive interface by leveraging facial expressions for steering
the wheelchair. Earable sensing could provide them with a precise, unintrusive and occlusion invariant
alternative as opposed to the existing eye-tracking [83], EEG [27] and camera-based [64] solutions which
may lack these qualities.

(3) Automatic Emoji Input: People often use emojis on social media and instant messaging platforms to express
their sentiments. For a user to input emojis, he/she would often explore the long list of emojis present in the
keyboard to select the most appropriate one. To make this experience more interactive and less annoying,
ExpressEar can be used for emoji input, wherein the user can enter the desired emoji by imitating it using
facial expressions (see Figure 12b).

8 DISCUSSION AND FUTURE WORK
Overcoming several impediments through our extensive evaluation, we demonstrate the potential of ear-mounted
IMU sensors to detect and recognize a range of facial expressions in multiple scenarios of daily living. While
technical challenges remain, the main goal of this work is to shift the community’s attention to an unobtrusive,
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privacy-preserving and ubiquitous sensing technique that holds the potential to continuously monitor rich
non-verbal cues which encode all possible facial expressions at the atomic level. In the following subsections,
we discuss the implications of our work, acknowledge its limitations and highlight the compelling research
opportunities to advance the field further.

8.1 Motion Artifacts
Repetitive head bounces while walking produce extraneous noise which is prominently visible in the inertial
signals [65]. After a thorough spectral analysis of these signals, we found that the noise (normal walking) spectrum
overlaps with the spectrum of static (noise-free) expressions. Therefore, common signal processing techniques
like bandpass filtering, Independent Component Analysis, and Spectral Gating are bound to fail in restoring
the noise separated signal. Further exploring the possibility of noise reduction, we applied spectral subtraction,
wherein an estimate of the average noise spectrum is subtracted from the noisy signal spectrum. However, the
reconstructed time domain signal from the resultant spectrum neither showed resemblance to the plots shown in
Figure 3 nor displayed a different discernible pattern. The failure of spectral subtraction proves that the noise is
not additive. Said differently, walking and performing a facial AU simultaneously produces a distorted signal
which is different from the individual inertial responses of both walking and the expression.

Similarly, while the motion of rapid-transit trains is close to uniform motion (between the stations), it is
frequently interrupted by acceleration at the time of departure from each station, spurious stops and irregular
tracks. Nevertheless, in comparison to walking, the intrinsic noise in this case is much lower, sparing a considerable
number of AUs from significant distortion. However, due to the random nature of noise, the distribution of the
data collected in a moving metro also differs from the static data distribution.
Owing to these challenges, we proposed three independent classifiers for each type of user motion in this

work. However, motivated by previous work [18], we postulate that a high speed accelerometer with a much
higher sampling rate and resolution would be able to register individual AU responses apart from the walking
characteristics or other motion artifacts. An inherent constraint to such a system would be the limited battery
life of commercial earables, which is tremendously affected by the power consumption of high speed sensors.
Therefore, while the technological advancements attempt to navigate this tradeoff, ExpressEar would work
excellently in a sufficiently stable setting and reasonably well under limited mobility conditions.

8.2 Privacy Concerns
Recent advancements in the inference of certain mobility characteristics like gait, which has shown promise to be
used as a complementary biometric [80], pose some re-identification risks leading to privacy concerns. However,
it is unlikely that an IMU placed at a significant distance from the lower body would be capable of providing a
detailed analysis of one’s walking pattern. Apart from this, there is growing evidence showing nefarious use
of smartphone IMU sensors in location tracking and password sniffing by monitoring a user’s application use
and the corresponding movements/vibrations picked by the phone’s inertial sensors [58, 59]. Although bleak,
there are chances that the data collected from ExpressEar may also be exposed to a similar risk if transmitted to a
smartphone for further processing and prediction. We acknowledge these risks and seek to design miniature
learning modules for ExpressEar which could be easily deployed on the earable’s microcontroller in the future.
This would allow us to infer facial expressions on the fly without the need of transmitting or storing the raw data
for a long time. Nevertheless, these are extreme cases which are less probable to take place in daily scenarios
since ear-mounted inertial data has limited capabilities to divulge personal information that can be misused.
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8.3 Co-occurrence of Facial AUs
Previous literature has identified more than 7,000 AU combinations in everyday life [37]. In fact, in spontaneous
scenarios, it is unlikely for an AU to occur in isolation. Treating these combinations as new independent classes is
impractical given the number of such combinations. While our model has the potential to support simultaneous
detection of multiple AUs, an extensive study is required to fully understand the response of inertial signals in
the presence of more than one AU at a time. Hence, for now, the best way forward is to model the semantics
of facial behaviour, i.e., probabilistic modeling of the spatio-temporal interdependencies among groups of AUs.
This solution leverages the fact that there exists a strong co-occurrence structure in AUs and there are certain
combinations of AUs which often occur together in expressions of emotion [30]. Conversely, it is a well-known
anatomical fact that certain AUs can’t occur together. This domain knowledge enables us to consider the presence
of one AU as a precursor to the presence or absence of other AUs. For example, AU6 is known to co-occur quite
frequently with AU12 (in a “Duchenne smile”), so the presence of AU12 increases the chance of AU6 being
activated. Utilising co-occurrence information has recently started to gain traction with the development of
Bayesian Networks and its variants [77, 86]. Based on these state-of-the-art techniques for probabilistic modeling,
we believe that with careful consideration of aforementioned factors of co-occurrence, we can adapt our model
for conditional prediction with minor tweaks.

8.4 Individual Variability
The facial AUs defined in the FACS, though distinct, are not uniformly produced or perceived. FACS outlines the
anatomic basis of facial expressions by mapping the corresponding facial movements to specific facial muscles.
The quality of these movements, however, varies with differences in the facial structure [72]. Various facial
muscles are found to be heterogeneous in their form, arrangement and innervation. For instance, Goodmurphy and
Ovalle have shown that muscle fiber shapes, types, and sizes in orbicularis oculi, pars palpebralis, and corrugator
supercilii are significantly different across people [35]. The presence of the muscles themselves is highly variable,
with certain muscles appearing in some individuals and not in others [63]. A clear example of this is the Risorious
muscle bundle which was observed to be absent in as many as 22 of 50 specimens in a study conducted by Pessa
et al. [62]. Other facial features like furrows and facial skin deformations are also produced by variations in facial
muscles, leading to individual differences in expression.

Besides the underlying physical variation in the face, empirically measured facial behavior differs in accordance
with factors such as sex [20, 21], age [21], and cultural background [47]. Tzou et al. conducted a cross-cultural
study with European and Asian subjects to show that in general, Europeans have larger facial movements in
terms of the distance between opposite facial landmarks, as compared to Asians [81]. These characteristics affect
the intensity of expression and the resultant movement caused by them. Looking at gender-based differences,
women have been shown to have thicker zygomaticus major muscles [54] and there is also some evidence that
while men specialise in performing expressions of anger, women are better performers of happy expressions [25].

Regardless of the degree of variation in facial expressions that can be detected empirically and experimentally,
perceivers may not be able to notice these slight variations or may categorise them similarly, with high agreement
[33, 75]. Therefore, while conducting the user study, what looked like a decent imitation of a facial expression,
was actually responsible for producing different facial movements beneath the skin. Despite the possibility of
significant differences in facial structure, we believe that our model performed well in a leave-one-user-out
condition with an average accuracy of 42.1% (refer to section 5.2). Although these results are highly impractical
for a real-time system, the user-independent models show potential for improvement if a larger training set
capturing a variety of facial structures could be collected.
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8.5 Influence of Environmental Factors and Audio Playback
Although ExpressEar has shown excellent performance in recognizing a large range of face-related movements,
we can’t overlook the factors affecting the ecological validity of our findings. These factors include the physical
environment of a user such as an elevator which affects the gravity vector and hence the acceleration values.
Further, inertial sensors are rated with a maximum and minimum temperature which denotes the acceptable
temperature range beyond which the transducer’s sensitivity can be permanently reduced. In our case, though,
the InvenSense MPU-65003 integrated in the Nokia eSense4 is built to perform seamlessly in a temperature range
of -45◦C to 80◦C, suitable for daily living scenarios. While these environmental factors can have adverse effects
on raw IMU signals in extreme conditions, the resultant changes in normal real-life settings would be rather
negligible. Acoustic sensitivity, however, poses a cause of concern for further evaluation. The pressure waves from
audio playback in the ear can excite the accelerometer and the earable itself. Although these induced vibrations
are normally much less than the actual inherent structural vibrations, they remain something to consider. Since
the primary purpose of earables is audio playback, we plan on investigating the effect of sound on the inertial
data in order to incorporate required corrections that would make ExpressEar more robust.

8.6 Path to a Real-Time System
The challenges discussed so far, especially user variability and sensitivity tomotion artifacts, constrain the practical
applicability of our system. While user dependence can only be addressed through an extensive evaluation to
accommodate substantial user variations or a calibration step in an adaptive model, ExpressEar shows success,
albeit limited, in modeling facial AUs in mobile scenarios. However, the inconsistency in the noise introduced
by different mobile settings eliminates the possibility of building a "one-fits-all" model. Thus, we propose to
conceptualise ExpressEar as a combination of three independent hierarchical models for facial AU recognition in
different mobile conditions (static, walking, moving metro). Each hierarchical classifier distinguishes between the
presence and absence of an AU before proceeding with inter-AU classification. The user could either provide
explicit input to switch between motion modes or rely on ubiquitous smartphone or smartwatch sensors, for the
same. Finally, akin to most sensing systems, ExpressEar would encounter latency in processing and classification
of facial AUs, along with the transmission time required to send and receive the data from another device that
hosts the trained models. As discussed in Section 8.2, miniature learning modules could be easily deployed on the
earable’s microcontroller to tackle this challenge.
In conclusion, while hardware limitations including limited sampling rate and sensing potential affect the

deployability of ExpressEar in mobile scenarios, our system can be easily realised in a stationary setting with
trivial modifications.

9 CONCLUSION
In this work, we propose ExpressEar, a novel FER system that taps into the affordances of commercially available
earables in order to effectively capture fine-grained facial muscle movements responsible for various expressions.
ExpressEar utilises the IMU sensors, consisting of accelerometer and gyroscope, embedded in the earable to
record signal characteristics in response to facial movements. While our results in subject independent settings
were not as encouraging, we obtain an average per-user accuracy of 89.9% in classifying all the 32 Facial AUs.
Beyond the controlled lab study, we also evaluated the performance of ExpressEar in less constrained and mobile
settings. However, the greater promise of this work requires a collective effort by signal processing and hardware
design communities to advance the practical applicability of such a system.

3https://invensense.tdk.com/products/motion-tracking/6-axis/mpu-6500/
4https://www.esense.io/share/eSense-User-Documentation.pdf
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Finally, we demonstrate the utility of ExpressEar by illustrating applications based on both voluntary and
involuntary use of facial expressions. In the course of our evaluation, we encountered certain limitations of our
work, some of which can be addressed with minor tweaks. However, for major concerns like the effect of audio
playback, we propose further evaluation in the form of appropriate studies in the future. Nevertheless, as a first
step in the direction of continuous and non-intrusive sensing of fine-grained facial expressions, our results are
promising and contribute significantly to the domains of earable computing and facial expression recognition.
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